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Abstract: Problem of cloud computing resource optimization has always been the research hotspot, as problems of 

how to satisfy execution speed, average response time and system utilization rate in resource allocation to the 

greatest extent. The paper first established resource scheduling model of cloud computing, and second, introduced 

Gaussian differential mutation into individuals of bat algorithm to narrow individual search space. The improved 

algorithm (GDMBA) has accelerated convergence rate of algorithm and lowered optimization in local. Through 

comparison with classical test function, it is proved that the algorithm has effectively improved performance of 

optimizing process. In simulation platform of Cloudsim, GDMBA algorithm has made great improvement in 

resource scheduling efficiency and task scheduling of cloud computing and effectively improved resource 

scheduling capacity of cloud computing system. 
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INTRODUCTION 

Since it has been proposed, the concept of cloud 

computing has always been the hot topic of research. 

The processing process of cloud computing is to 

divide the task needs to be processed into several 

sub-tasks through the Internet, and then return the 

results to users after calculating and analyzing them 

through research of the system composed by cloud 

servers [Chen, et. al. 2009]. Cloud computing is the 

result of distributed computing, parallel computing 

and grid computing, but different from them, cloud 

computing is characterized by the commercial model 

of using according to demands and paying according 

to demands. Meanwhile, it is influenced by network 

traffic, network load and network link, etc. There are 

huge amount of tasks of calculation that need to be 

processed in cloud computing, and how to make 

reasonable distribution of tasks and resources has 

become the index to measure the efficiency of cloud 

computing. Literature [Lu, 2014] presents an 

enhanced fairness allocation algorithm based on the 

credibility factor CBDRF. The credibility factor was 

introduced (Credit Factor), for cloud computing in a 

malicious invasion of punitive behavior resource 

allocation, to ensure that the platform to other nodes 

in the resource quotas are not affected. Simulation 

results show that CBDRF on the premise of ensuring 

fair distribution enhances guarantees for fairness, 

effectively ensuring the fairness of resource 

scheduling and reliability of cloud computing 

platform. Literature [Yang, et. al., 2014] presents a 

resource scheduling method based on task delays, 

fully taking into account the schedule cannot be 

executed immediately, how to configure local 

computing resources and wait times issues 

experimental results show that the proposed method 

can be used to enhance global resource scheduling 

and local resource scheduling efficiency. Literature 

[Liu, et. al., 2014] proposed has a based on user 

needs QoS and maximize utility for target of cloud 

computing resources scheduling model; will meet 

user budget and most late finished completed time 

constraints of total utility function as optimization 

target, then on all task structure decision matrix and 

return a of processing, and used Lagrange relaxation 

seeking take property weight vector, to structure out 

eventually of based on multidimensional sex of total 

utility function; simulation results showed that the 

algorithm has less of average implementation time 

and implementation spent, has must of superiority. 

Literature [Wang, et. al., 2014] proposes a cloud 

environment considered debris of resources with 

dynamic resource management strategy. Set up 

fragments of a dynamic resource scheduling model 

based on cloud computing environment. Simulation 

experiments show that the resource management 

policy can effectively fragments the optimization and 

reorganization of resources, Increase resources to 

capacity of a successor task. Literature [Feng, et. al., 

2013] proposed using discrete Particle Swarm 

Optimization algorithm for load balancing in the 

cloud computing environment for research, each 

resource node as a network topology in which each 

node, established appropriate resource-task 

assignment model using discrete Particle Swarm 

Optimization algorithm of resource load balancing. 

Simulation results show that the algorithm improves 

resource utilization and load balancing cloud 

computing resources. Literature [Li, 2013] proposed 

an improved artificial Firefly algorithm. Of the 

algorithm on the Lucifer in value improvement, can 

prevent convergence quickly, found by Cloudsim 

simulation platform, under the cloud computing 

model, the algorithm can reduce the processing task 

average task completion time, improves the 

efficiency of tasks dealing with, to the rational 

allocation of resources. Literature [Xue, et. al., 2013] 
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proposes a scheduling model based on chaotic 

Particle Swarm Optimization algorithm for cloud 

computing resources. First cloud computing 

resources as an objective function for load balancing 

to prevent prematurity, local optimal solutions and 

other defects appear. Results showed that the 

algorithm can quickly find the optimal scheduling of 

cloud computing resources, improve the efficiency of 

resources utilization, it is practical and feasible. 

Literature [Luo, et. al., 2013] for a cloud computing 

environment based on improved algorithm SFLA 

(Shuffled Frog Leaping Algorithm, SFLA) resource 

scheduling solution. Improvement of individual 

selection based on QoS values SFLA through 

CloudSim platform shows that the algorithm is 

effective. Literature [Liu, 2012] proposed based on 

chromosome encoding and fitness function of genetic 

algorithms, simulation results show that the algorithm 

to the performance and quality of service QoS 

(Quality of Service) aspects achieved better results, 

better for large-scale cloud computing resource 

scheduling of tasks. 

RELEVANT BASIC KNOWLEDGE 

Resource Model in Cloud Computing 

Resource scheduling in cloud computing is 

actually a problem of balancing and optimizing 

multiple resources, and a problem of resource 

planning in its nature. Before constructing cloud 

computing model in this paper, the following 4 

conditions need to be noticed: (1) consider the 

network load of each node; (2) consider that the 

amount of tasks in cloud computing are with a certain 

range, but could not be increased or reduced blindly; 

(3) time to complete each task; (4) costs to operate 

nodes in the network.. 

A six-variable group { , , , , , }G S T N R E C is used to 

represent the resource scheduling model in cloud 

computing, herein: 

（1） 1 2{ , , }mS S S S K K Refers to m resource 

sets; 

 (2) 1 2{ , , }nT T T T K K  Refer to the task set 

composed of n users 

 (3) 1 2{ , }zN N N N K K Refers to z nodes 

 (4) 11 12{ , ,....... }xyR R R R  Refers to the 

implementation of task x at node y ; when xyR is 0, 

it refers to that the task x is not at the node y , or it 

refers to implement the task. 

 (5) 11 12{ , , }xyE E E E K K  Refers to the time 

of task x on the node y . 

 (6) 11 12{ , , }xyC C C C K K  Refers to the costs 

of task x on the node y . 

According to the above analysis, target function 

of resource allocation in cloud computing in this 

paper is as shown in formula (1), that is, the node 

must spend the minimum time and costs. In formula 

(2), variance is used as the index to measure resource 

allocation in formula (1). 

1 2min ( , , )kF f f f    K K  (1) 
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Basic Cuckoo Algorithm 

In the nature, in order to find the place to 

produce eggs, cuckoos adopt a random, and this 

mainly through the Levy flight paths in stochastic 

method in the process of candidate generation bird's 

nest and the adoption of best retention policy 

updating currently look for nest locations, eventually 

making the nest location at or near the best solution 

[11], and Yang put forward a multi-objective 

algorithms can be adapted to meet multi-objective 

optimization problems, three ideal cuckoo algorithm: 

 (1) select a host bird nest at random for the cuckoo 

i , and produce N eggs to represent N target 

functions respectively. 

 (2) select a bird nest at random and remain the best 

host bird nest to the next generation 

(3) the probability for host bird to find other eggs 

is P , and if other eggs have been found, choose 

another bird nest again. 

Therefore, based on the three ideal statuses, the 

update formula for cuckoos to find the path and 

location of bird nest is as follows: 
( 1) ( ) ( )t t

i ix x L      (3) 

Herein, 
( 1)t

ix 
refers to the location of bird nest i of 

the t generation;  is the point-to-point 

multiplication,  is the pace length and ( )L  is the 

Levy random search path. After the renewal of 

location, a random number r is compared with P . If 

r P , make change to 
( 1)t

ix 
; otherwise, remain 

unchanged and remain the location of current bird 

nest and note it as 
( 1) ( 1)t t

i ix y  . 

APPLICATION OF IMPROVED CUCKOO 

ALGORITHM IN CLOUD COMPUTING 

RESOURCE 

Gaussian Mutation Factors 

Gaussian mutation factor can adjust the range of 

mutation dynamically, which is carried out through 
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coding real numbers. Cuckoos nest location algorithm is 

randomly chosen, by Gaussian mutation operator to 

adjust all the nests as a NP population, set up as a 

dimension of an individual to a variable. Set 
k

ix is the 

k -level evolution of individual i , such as shown in 

equation (4), min and max represent the minimum 

number of maximum evolution and evolution. 
min max[ , ]k

i i ix x x  

1 2( , )k k k k

i nx x x x K K  (4) 

Evolution of individuals is as shown in formula 

(5) and (6). Herein, ( )rand k  is the random 

function at the dimension k . 

1

1 min

( 1) ( , ) ( ) [0,0.5]
( )

( 1) ( , ) ( ) [0.5,1]
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Herein, 
(1 )

( , )
t
Tt y y r

 
    (6) 

     In formula (5) and (6), t is the current iteration 

time, r is a random number in [0, 1], and T is the 

total iteration time in the algorithm’s evolution.  is 

the algorithm’s adjustment parameter and 

convergence speed of adjustment algorithm. It can be 

found from formula (5) that when the iteration time is 

few, (1 )t
T

  tends to get close to 1, so in the 

beginning of the algorithm, Gaussian mutation 

factors can search the optimal location of bird nest at 

the current period in the entire feasible space. With 

the increase of t  iteration time, (1 )t
T

  tends to 

get close to 0. Therefore, Gaussian mutation factor 

searches the optimal solution in the current region. 

Self-adaptive dynamic factors 

In cuckoo algorithm, due to lack of adaptive 

mechanisms of search results, less able to deal with 

global searching capability and optimization accuracy. 

Introduce self-adaptive dynamic factors: 

   

1

| ( ) / 2 |
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i w o r s t b e s t
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i j

j

x x x

x x n





 



       (7) 

Herein, ix refers to the current location of current 

i bird nest, worstx refers to the poorest status of 

current bird nest’s location, and bestx refers to the 

optimal status of current bird nest’s location. 

j
x refers to the location of other bird nest around ix . 

1

( ) /
n

i j

j

x x n


  refers to the average value of 

difference between the current bird nest i and other 

bird nests’ location. Therefore, the pace length 

strategy in bird nest is: 

   m a x m i n( ( ) / 2 )iS t e p S t e p S t e p     (8) 

From equation (7) and (8) in the self-adaptive 

dynamic step, when a bird's nest from the Middle 

average close time, step-less, when far from the 

average position in the middle of time, step increases. 

Advantages of Adaptive step size that can be updated 

according to the results of the previous iteration to 

iteration moves step, so you can ensure avoiding 

local optimization, and algorithm optimization 

accuracy has greatly improved. 

Introduce Fitness Function 

In order to meet the formula (1) for nodes in the 

time and cost of spending requirements, so cuckoo 

algorithms introduced in the fitness function, by 

selecting the relative fitness of individuals to cloud 

computing resource scheduling is smaller than the 

fitness of the individual probabilities for success are. 

Task scheduling in cloud computing resources, needs 

to take into account the needs of all child tasks to 

complete time and expense. 

Define time fitness function 

1

( )

( )
( )

M

i
time

Time i

f i
MaxTime i




 (9) 

  Herein, ( )MaxTime i refers to the maximum 

time to complete all the tasks at the node i , and 

( )Time i refers to the time to complete tasks at the 

node i . 

Define the fitness function of costs 

cos

1

1
( )

( )
t M

i

f i

Cost i





 (10) 

Herein, ( )Cost i refers to the costs to complete task 

at the node i .  

In the algorithm of this paper, mainly consider 

time and costs as constraints of adapted degrees 

function in the, cloud computing resources utilization 

more high, if only consider time as single constraints 

conditions words, all child task run completed of time 

on will more less, to adapted degrees of value on 

more big, similarly, only consider costs as single 

constraints conditions words, all child task run 

completed by need individual cost more low, its 

adapted degrees of value on more big. Therefore, in 

order to better balance the relationship between the 

two, the Adaptive function defines the following 

cos( ) ( )time tF f i f i      (11) 

Herein, [0,1]  , [0,1]  , and 

1    

In order to better describe the cloud node in the 

allotted time and costs, cloud computing nodes and 

the cuckoo algorithm corresponding to the nodes one 

by one, select the best individuals in the algorithm 

that is the best of cloud computing node, in order to 

better carry out individual choice, we use genetic 

algorithms. 
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 (1) Operation of Choice 

  By comparing individuals between the 

candidate individual 
t

ih and the father node 
t

iR of 

current individual, operation of choice inherits fine 

individuals to the next generation, and the rules are as 

followed: 
t

it

i t

i

h
x

R


 


         (12) 

 (2) Mutation Operation 

Set the individual needed to be mutated in 

current cuckoo as
t

ix , select N individuals in current 

cuckoo, and produce new individual
t

ig .  

1

1

N
t t t t

i i i i

i

g x x x 



    (13) 

 (3) Crossover Operation 

  Restructure the individual 
t

ig after mutation 

operation of current individual and father node 
t

iR to 

produce candidate individuals. 
t

irt

i t

ir

R
d

g


 


       (14) 

Herein, is the probability of crossover, and set it 

less than 1. 

 SIMULATION EXPERIMENT 

Simulation Environment 

In this paper, CloudSim [Yang, et. al., 2009] 

platform is chosen for the test, and the CPU is core i3 

and 8GDDR3 while the operation system is Windows 

Xp. In this paper, distribution of resource in cloud 

computing is carried out from three aspects. 

 Results and Analysis 

   Set there are 800 virtual tasks, 70 virtual nodes 

and the iteration times is 300. Compare algorithm in 

this paper and that in Literature [2], Literature [3] and 

Literature [6] in the condition of different amount of 

tasks and virtual nodes in cloud computing model. 

 
Figure 1 Comparison of Time to Complete Tasks 

between 4 Resource Loaded Algorithms 

 
Figure 2 Comparison of Energy Consumption 

between 4 Resource Loaded Algorithms 

 

It can be found from Figure 1 that this algorithm in 

terms of resource load time is lower than the other three 

reference algorithm and is increasing along with the 

number of tasks and time consuming small range, this 

algorithm is relatively stable, resource load balancing 

can better. From the modified algorithm is found in 

Figure 2 in a cloud computing environment with virtual 

node network consumption in more energy than the 

other three references algorithm. Introduction from the 

above algorithms can be found in the fitness function 

can effectively balance time and the relationship 

between costs, so that they can better meet the 

requirements of cloud computing resource scheduling. 

 (3) Comparison with Other Intelligent Algorithms 

Select 500 tasks run on a platform in the cloud 

computing resources is 50, using GA, PSO, FA and the 

algorithm to distribute the tasks and resources, this 

algorithm can be found in Figure 3 is different from the 

other three intelligent algorithm, derived cloud 

computing resource scheduling performance cost of this 

task is better solution. From Figure 4, you can find this 

algorithm differs from the other three algorithms in 

terms of task completion time for cloud computing 

resource scheduling performance better programs. 

 

 

Figure 3 Comparison of Costs to Complete Tasks 
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Figure4 Comparison of Time to Complete Tasks 

 CONCLUSION 

The research of cloud computing has always 

been the focus of research. In this paper, cuckoo 

algorithm is introduced into resource algorithm in 

cloud computing. Aiming at fast convergence speed 

and being easy to have local shocks in cuckoo 

algorithm, this paper first introduces Gaussian 

mutation factors to deal with the optimal location 

selection of bird nest at each stage, and then adjust 

the selection of bird nest at each stage through 

self-adaptive dynamic factors so as to improve the 

convergence accuracy of improved algorithm. 

Through the balance of self-adaptive function and 

three operations of genetic algorithm, algorithm in 

this paper can effectively improve the efficiency of 

resource allocation in cloud computing, and reduce 

network consumption. It has been shown through 

experiment that algorithm in this paper can effective 

meet the resource allocation model of cloud 

computing and provide certain value of reference for 

resource allocation in cloud computing. 
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